Quality Assurance Manual Appendix D

APPENDIX

COMPARISON OF QUALITY CONTROL AND
ACCEPTANCE TESTS

Purpose

The purpose of this procedure is to provide a method of comparing two different data sets
of multiple test resuits - say contractor QC test results and Agency acceptance or
verification test results to determine if the material tested came from the same population.

The statistical tests used to make the comparisons are called Hypothesis Tests and are
described in the following paragraphs. :

Analysis

To compare two populations that are assumed normally distributed, you may compare their
means (averages) and their variabilities (standard deviations or variances). A different test
is used for each of these properties. The F-test provides a method for comparing the

variance (standard deviation squared) of two sets of data. Possible differences in means are
assessed by a t-test.

The F-test is based on the ratio of the variances of two sets of data. In this case, the F-test

1s based on the ratio of the variances of the QC test results, S, and the acceptance test

results, S2. The t-test compares sample means, and in this case, is based on the means of
the QC test results, X, and the acceptance test results, X

Hypothesis tests, i.e., the F-test and t-test, are conducted at a selected level of significance,
a. The level of significance is the probability of incorrectly deciding the data sets are
different when they actually come from the same population. The value of « is typically
selected as either 0.05 or 0.01. The following analysis is based on an « of 0.01 o as to

minimize the likelihood of incorrectly concluding that the test resuits are different when
they are not.

For the analysis to be meaningful, all of the samples must be obtained in a random manner,
the two sets of test results must have been sampled over the same time period, and the
same sampling and testing procedures must have been used for both QC and acceptance
tests. If it is determined that a significant difference is likely between either the mean or
the variance, the source of the difference should be identified. Although it is beyond the
scope of the analysis presented here, a computer program could be developed that could
identify the existence of significant differences once the test results are input.

If the analysis indicates there is no reason to believe the results came from different
populations, then the mean and variance (or standard deviation) could be determined from
the combined set of test resuits to provide a better estimate of the populations parameters
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than would be obtained from either of the sets individually.

For information on how the Operating Characteristics curves for these tests can be
developed, the reader is referred to statistics text books such as Reference 2.

Procedure

F-test for the Sample Variances

Since the values used in the t-test are dependent upon whether or not the variances are
equal for the two sets of data, it is necessary to test the variances of the test results before
the means. The intent is to determine whether the difference in the variability of the
contractor’s QC tests and that of the State’s acceptance tests is larger than might be
expected from chance if they came from the same population. In this case, it does not

matter which variance is larger. After comparing the test results, one of the following will
be concluded.

* The two sets of data have different variances because the difference between the two

sets of test results is greater than is likely to occur from chance if their variances are
actually equal.

There is no reason to believe the variances are different because the difference is not

so great as to be unlikely to have occurred from chance if the variances are actually
equal.

First, compute the variance (the standard deviation squared) for the QC tests, S?, and the
acceptance tests, S;. Next, compute F, where F = 51s? or F = sk/st. Always use the
larger of the rwo variances in the numerator. Now, choose «, the level of significance for
the test. As mentioned previously, the recommended « is 0.01. Next, a critical F *~lue is
determined from Table 1 using the degrees of freedom associated with each set of t-.
results. The degrees of freedom for each set of results is the number of test results in the

set, less one. If the number of QC tests is n. and the number of acceptance test is n,, then
the de%re:es of freedom associated with S? is (s-1) and the degrees of freedom associated
with S; is (n-1). The values in Table 1 are tabulated to test if there is a difference (either
larger or smaller) between two variance estimates. This is known as a two-sided or two-
tailed test. Care must be taken when using other tables of the F distribution, since they are

usually based on a one-tailed test, i.e., testing specifically whether one variance is larger
than another.

Once the value for F,, is determined from Table 1 (be sure that the appropriate degrees of
freedom for the numerator and denominator are used when obtaining the value from
Table 1), if F>F,,, then decide that the two sets of tests have significantly different

variabilities. If F<F,, then decide that there is no reason to believe that the variabilities
are significantly different.
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t-test for Sample Means

Once the variances have been tested and been assumed to be either equal or not equal, the
means of the test results can be tested to determine whether they differ from one another or
can be assumed equal. The desire is to determine whether it is reasonable to assume that
the QC tests came from the same population as the acceptance tests. A t-test is used to
compare the sample means. Two approaches for the t-test are necessary. If the sample
variances are assumed equal, then the t-test is conducted based on the two samples using a
Ppooled estimate for the variance and the pooled degrees of freedom. This approach is Case
I described below. If the sample variances are assumed to be different, then the t-test is
conducted using the individual sample variances, the individual sample sizes, and the
effective degrees of freedom (estimated from the sample variances and sample sizes). This
approach is Case 2 presented below.

In either of the two cases discussed in the previous paragraph, one of the following
decisions is made:

* The two sets of data have different means because the difference in the sample

means is greater than is likely to occur from chance if their means are actually
equal.

* There is no reason to believe the means are different because the difference in the

sample means is not so great as to be unlikely to have occurred from chance if the
means are actually equal.

Case 1: Sample Variances Assumed to Be Equal

To conduct the t-test when the sample variances are assumed equal, equation 1 is used to
calculate the t value from which the decision is reached.

(D

Where: X, = mean of QC tests
X, = mean of acceptance tests
S, = pooled estimate for the variance (described below)

n, number of QC tests
= number of acceptance tests

o1
»
|
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The pooled variance, which is the weighted average, using the degrees of freedom for each
sample as the weighting factor, is computed from the sample variances using equation 2.

2 SHn.~1)+S3n,-1)
$*

p n.+n, -2 @
Where: S, = pooled estimate for the variance
n, = number of QC tests
n, = number of acceptance tests
S: = variance of the QC tests
S} = variance of the acceptance tests

Once the pooled variance is estimated, the value of t is computed using equation 1.

To determine the critical t value against which to compare the computed t value, it is
necessary to select the level of significance, o. As discussed above, a value of

a = 0.01 is recommended. Next, determine the critical t value, ¢_,, from Table 2 for the
pooled degrees of freedom. The pooled degrees of freedom for the case where the sample
variances are assumed equal is (n_+ n,-2). Ift > 1, then decide that the two sets of
tests have significantly different means. If ¢ < I then decide that there is no reason to
believe that the means are significantly different.

Case 2: Sample Variances Assumed to Be Not Equal

If the sample variances are not assumed to be equal, then the individual sample variances,
rather than the pooled variance, are used to calculate t, and the degrees of freedom used are
an estimated effective degrees of freedom rather than the pooled degrees of freedom.To

conduct the t-test when the sample variances are assumed not equal, equation 3 is used to
calculate the t value from which the decision is reached.

€)

Where:

L]

1 <]

mean of QC tests
mean of acceptance tests

B
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Se = varnance of the QC tests

52 = variance of the acceptance tests
n, = number of QC tests

n, = number of acceptance tests

To determine the critical t value against which to compare the computed t value, it is
necessary to select the level of significance, o. As discussed above, a value of o = 0.01 is
recommended. Next, determine the critical t value, ., from Table 2 for the effective
degrees of freedom. The effective degrees of freedom, f*, for the case where the sample
variances are assumed not equal is determined from equation 4.
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Where all the symbols are as described previously.

Ift = 1, then decide that the two sets of tests have significantly different means. If

t <t then decide that there is no reason to believe that the means are significantly
different.

Example Problem - Case 1.

A contractor has run 21 QC tests for asphalt content and the State highway agency (SHA)
has run 8 acceptance tests over the same period of time for the same material property.
The results are shown below. Is it likely that the tests came from the same population?

QC Test Results Acceptance Test Results
6.4 5.4
6.2 5.8
6.0 : 6.2
6.6 5.4
6.1 - 5.4
6.0 : 5.8
6.3 3.7
6.1 5.4
5.9 :

5.8
6.0
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First, use the F-test to determine whether or not to assume the variances of the QC tests
differ from the acceptance tests.

Step 1. Compute the variance, S?, for each set of tests.
s? = 0.0606 S; = 0.0855
Step 2. Compute F, using the largest $? in the numerator.
2
Fele_ 0.0855 -1.41
st 0.0606
Step 3. Determine F,,, from Table 1 being sure to use the correct degrees of freedom

for the numerator (n,-1=8-1=7) and the denominator (n -1=21-1=20).
From Table 1, F,, = 4.26.

Conclusion: Since F < F,_ (i.e., 1.41 < 4.26), there is no reason to believe that the two
sets of tests have different variabilities. That is, they could have  -e from
the same population. Since we can assume that the variances are e..i, we
can use the pooled variance to calculate the t-test statistic, and the pooled
degrees of freedom to determine the critical t value, 7.

Step 4. Compute the mean, X, for each set of tests.
: X =615 X, =564
Step 5. Compute the pooled variance, LS using the sample variances from above.

52,5~ 1)+S2(n,-1)
P

n.+n -2

2. (0.0606)(20) +(0.0855)(7)
. 21+8-2

=0.067
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